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1000 genomes project: motivation 

•  GWAS shows that systematic association studies can be 
used to map disease genes 

•  The first generation of GWAS was well powered only for 
SNPs with > 5% MAF 

•  Next generation sequencing now makes it possible to 
create a complete catalogue of human polymorphism for 
SNPs and CNVs 
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1000 genomes project: other goals 

•  Enable population genetic studies 
•  Identifying regions under selection (now or in the past) 
•  Studies of processes of mutation and recombination 
•  Population differentiation and history 

•  Improvement of the human reference sequence 
•  Find and fix errors 
•  The current reference sequence, and any one individual, is 

missing sequence present in others 
•  Coordinate with the Human Genome Reference Consortium 

to represent all unique human sequence 



Three pilots studies 

•  Pilot 1: 4x coverage of 180 people 
•  Pilot 2: 20x coverage of 2 trios 
•  Pilot 3: targeted sequencing of 1000 genes in 1000 

individuals 

•  Data: 3.8 terabases deposited at the EBI/NCBI to date 
•  Illumina/Solexa, 454, and ABI SOLiD platforms 
•  Academic genome centers in US, UK, Germany, China and 

platform companies 



Data production (Gb) by pilot and freeze  

>1,000 x coverage of human genome already in pilots!




Basic Requirements 

•  Basic File formats 
•  New technology sequencing does not produce the same 

type of raw data as Sanger-style sequencing 
•  SRF (sequence read format) stores the raw data for 

submission 
•  srf.sourceforge.net 

•  Alignment formats must be efficient if one is mapping half a 
trillion reads 
•  These are being developed now 

•  Initial analysis tools 
•  Most current aligners incorporate the quality scores into the 

mapping 
•  There are now being tested on the 1000 Genomes trio data 



Advanced Requirements 

•  File formats 
•  Genome likelihood format 

•  Representing an individual genome with appropriate uncertainty 

•  Advanced analysis tools (mostly under development) 
•  SNP calling  

•  Trio aware 
•  Population based 

•  Assembly & Search 
•  These can all be theoretically done with de Bruijn graphs, but 

this is still a research problem for mammalian genomes 
•  Enriched fraction analysis for ChIP, MeDIP, DNase, FAIRE 

•  Extensive development efforts underway 



What are we storing? 

•  Raw data submitted in SRF or SFF (454) 
•  Originally 

•  Raw and processed intensities for Solexa data 
•  NCBI SRA stores intensities in a lossy format 

•  Non PF filtered reads (if submitted) 
•  Current 

•  Raw intensities + base calls + quality + derived files 
•  SOLiD data arriving in both SRF and native formats 

•  Most active development in this area 
•  Fastq files 

•  Most downstream analysis starts here 
•  Machine and calibrated quality scores 

•  Approximately 60 bytes per mapped base originally  
•  We need to be at approximately 10 bytes per base for 

instrumentation 
•  Total about 25 bytes per base 



Bioinformatics Requirements 

•  New File formats 
•  New technology sequencing does not produce the same 

type of raw data as Sanger-style sequencing 
•  Alignment formats must be efficient if one is mapping half a 

trillion reads 
•  Genome likelihood format 

•  Representing an individual genome with appropriate 
uncertainty 

•  Initial analysis tools 
•  Most current aligners incorporate the quality scores into the 

mapping 
•  Trio aware SNP calling methods 



The need for standard data formats 
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Needing unprecedented data quality 

•  Variation in human DNA is ≈0.1-0.2% 

•  However, 90% of this is already in dbSNP, so event rate 
for new variants ≈1:10,000 

•  Per base error rates must be <1:100,000 

•  Must account for error properties of raw data 



Analysis in process for Freeze 1,2,3 

QC filter criteria    Preliminary measure 

Read flagged as failed by center                <0.5% overall 
'N' calls in first 25 bases     3.22% 
Quality score <3 in first 25 bases    0.86% 

Average fragment pass rate     97.2% 
Average pairing success rate    

 95.2% 

Slide courtesy Steve Sherry
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•  Deep coverage (20x) parent-offspring trio 
•  4,047,762 single base polymorphisms 

•  88% were already present in dbSNP 



Analyses by Goncalo Abecasis, Richard Durbin, Stacey Gabriel


Initial experience: SNP calling 

•  Deep coverage (20x) parent-offspring trio 
•  4,047,762 single base polymorphisms 

•  88% were already present in dbSNP 

•  Validation testing of SNPs not in dbSNP 
•  1,200 tested using sequenom 
•  1,068 successful assays 
•  95% validated as true positive, in HWE, etc 
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Initial experience: SNP calling from  
4x coverage in 36 unrelateds 
•  Haplotype-informed SNP calling (knows tree at each site) 
•  93% detection for alleles seen 4x, 97% for alleles seen 5x 
•  >50% novel (compared to ≈10% for trio sample) 
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Raw and summary data distribution 

•  Continue to be available from SRA/ERA with more 
extensive discoverability within these resources and 
supported on 1000genomes.org 

•  1000 Genomes specific data that is not appropriate for 
archives, such as simulation data, will continue to be 
provided on the EBI/NCBI dedicated FTP sites 



1000 Genomes Browser 

•  Based on Ensembl and potentially including the Resembl plugin 
developed by Illumina 

•  A separate installation managed and updated at the EBI and 
available within the 1000genomes.org domain 

•  SNPs, GLF and coverage data for all individuals 
•  “Full data” for the trios and other high coverage individuals such 

as NA18507 using Resembl if available 
•  Built on current version of Ensembl web code (with project 

specific “skinning”) 
•  Expected update to new Ensembl interface in late Q1 or early Q2 

2009  





Interaction with dbSNP and Ensembl 
and UCSC Browsers 
•  Data will be loading into each browser once it has been 

“released” by the project 
•  These SNPs will be deposited in dbSNP and from there 

make their way to the major browsers 
•  Support from Ensembl and UCSC for data beyond SNPs 

and CNVs will likely be more limited and less up to date 
than what is available at the project portal 



Ensembl/Resembl Displays 



Putting this scale of data into 
perspective 
•  Current size of EMBL/Genbank: 235,135,312,328 

nucleotides 

•  During September and October the 1000 Genomes 
project produced the equivalent of EMBL/GenBank every 
week 

•  Raw data is freely available now 
•  ftp://ftp.1000genomes.ebi.ac.uk 
•  ftp://ftp-trace.ncbi.nih.gov/1000genomes/ 



1000 genomes project: plans 

•  Pilots show high quality data collected at scale, and that 
variants can be called reliably 

•  Project has now set as its target:  
•  1,200 people sequenced each to 4 x coverage 
•  Data collection completed by winter 2009 

•  Quarterly data releases starting Jan 2009 



Success Measures 

1.  The DCC is providing data as fast or faster than the 
analysis group can handle it 

2.  The Production Group is creating data as fast or faster 
than the DCC can handle it 

3.  The manufactures are expanding machine capacity as 
fast or faster than the production centers can handle it 



What will the 1000 genomes project 
provide to human genetics 
community? 

•  Essentially all SNPs (MAF >1%) in each sample 
•  Will find many, but not all, variants 0.2-1% MAF 

•  Highly complete catalogue of CNVs 
•  Information required for imputation of lower frequency 

alleles into existing GWAS samples 
•  Content for next generation more poweful arrays 
•  A set of validated methods for use of next generation 

sequencing in disease samples 



Sequencing data production is now just an order 
of magnitude behind CERN 

•  The Large Hadron Collider produces only 15 petabytes per year from a 
single point source 

•  The LHC grid is 140 computer centres in 33 countries 
•  Tier 0 (CERN) can write data to the ten Tier 1 centers at 1.3 GB/sec 

sustained and have tested long transfers at more than 3 GB/sec 



Sequencing data production is now just an order 
of magnitude behind CERN 

•  Sequencing is producing data in hundreds of centers in dozens of 
countries with 9 production centers and two Tier 0 sites 

•  The 1000 Genomes grid is, umm… 



Data Transfer Infrastructure 
•  FTP does not work well for terabytes of data 
•  “Old fashioned” solutions 
•  Copy the data onto a hard drive and mail the hard drive 

around the world 
•  (Significant personnel costs) 
•  Infrastructure solutions 
•  Create/buy dedicated lines for point to point transfer or 

direct connection to faster points on the backbone 
•  Expensive to do collaborative analysis, but will probably 

be part of the solution 
•  Advanced technology solutions 
•  Asperasoft 
•  Uses udp to transfer files to avoid tcp 
•  Can quickly saturate connections 



1000 Genomes Data moving through 
the Hinxton router 
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